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application note
NV Edge IRL Dimensioning
Use of nv edge can provide customers the ability to build resilient networks in a scalable way, maintaining simplicity on the control plane. It also allows to increase capacity of a given chassis making expansion an easier task. It introduces though the problem of dimensioning the IRL (Inter Rack Links) that connected the two racks on the nv edge pair. This paper will focus on this process.
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Key Takeaways
· Always try to connect CE/sites dual homed to both racks with more than one link.
· Spread member links for a given site among different cards. Spread dual homed devices with a single link to each rack among different cards. 
· LC failure needs to be accounted for, on IRL dimensioning.
· Enable locality for bundles to avoid IRL usage
· For connectivity to the core, best option is to use bundle to a multi-chassis CRS, as locality is not supported for ECMP. L2Mcast/flood does not work either with locality so all bundle members will be used for this type of traffic.
· Nv is best suited for traffic patterns access2core and core2access and not inter-rack.


[bookmark: wp1158307]NV edge is a Cisco proprietary solution that allows customers to provide resilience or increased density in a simple way. It does so by allowing two ASR9000 to be paired together in a single entity connected with both data (Inter Rack Links) and EOBC control links. Effectively, they can logically link two physical chassis with a shared control plane, as if the chassis were two route switch processors (RSPs) within a single chassis. As a result, you can double the bandwidth capacity of single nodes and eliminate the need for complex protocol-based high-availability schemes. Hence, you can achieve failover times of less than 50 milliseconds for even the most demanding services and scalability needs. 
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 For more information about nv edge see:
http://www.cisco.com/en/US/docs/routers/asr9000/software/asr9k_r4.3/interfaces/configuration/guide/hc43clst.html 
One of the hardest parts designing a nv edge deployment is dimensioning the IRLs connecting the two racks. These links will be used for upstream traffic when cluster is connected to a core infrastructure (Locality is not supported for ECMP), for downstream traffic (when it arrives on a rack where site is not connected for example) and intra-cluster traffic (traffic going from a site connected to rack0 to a site connected to rack 1). All these cases will increase the needs for IRL making solution less effective from the pricing/density perspective.
Note: 100GE IRL supported on 4.3.0
The optimum solution to minimize IRL usage would be to have only traffic South<- North (not intra-cluster) and have locality on. Locality makes use of local links when sending traffic to a site and avoids using IRL. 
Note: Rack locality is by default off and can be turned on per bundle with command “bundle load-balancing localize threshold links X”. X is the number of links needed per rack to keep localize on. If number of links go below X on any rack, the bundle will have localized turned off. Localized can also be enabled without with condition for links (bundle load-balancing localize).
 NxN traffic flows would make this objective hard to achieve which would lead to preferring other solution like CRS multichassis. On the connectivity side, it will be best to have sites connected dual homed with equal number of links to each rack. 
To make IRL dimensioning accurate we need to know how many of each type of sites we have (single homed, dual homed with one link to each rack, with two links…), how they are connected to rach rack and most important, the actual flows that go from one site to the other and to/from the core. 
This information is often hard to obtain completely so we will go through simplifications to obtain some real life number. Also, it is not only a matter of IRL dimensioning when everything is up, but also account for link/node failures which introduces a higher degree of complexity.

UPSTREAM TRAFFIC (Access to Core)
Nv edge is usually connected to the core layer with high speed interfaces (Nx10GE or Nx100GE). Usual way to connect it is with bundles going to different Ps as shown in the picture.
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Note: Locality for bundle is supported. Locality for ECMP (L2VPN or L3) is not supported. Also, locality does not work with mcast traffic.
With this scenario, all traffic going to core from access will be load balanced across the links connecting to the core as locality is not supported in this case. Let us assume that from access interfaces 50% of the traffic arrives to each rack (T). In this case, as seen in the picture T/2 will go directly to core and T/2 will cross the IRL in each direction.
To be able to cope with a rack failure, each rack uplinks will need to go to a maximum of 50% load. This means that if we have for example 1200GE from each rack to core (600GE to each P), then IRL in each direction will be 1200GE/2(for rack redundancy) = 600GE/2 (only half of the traffic will go through IRL) = 300GE
The best solution to mitigate the effect of IRL usage in this case, is to have the nv edge connected with a bundle to a multi-chassis CRS acting as core. This way locality can be turned on and IRL usage minimized.
DOWNSTREAM TRAFFIC (core to Access)
Assumption is that traffic from core comes split 50% to each core site. In this case, when a site is single homed to one rack, IRL in the direction of this rack will get half of all traffic destined to the site (T/2) as can be seen in the picture below. If there are 10 of these sites connected with 10GE, you need 10x10GE/2 = 5x10GE IRL if it is considered all traffic to be North-South for these sites.
If single homed is in RACK0, IRL RACK1 RACK0 will be used. If homed to RACK1, IRL RACK0RACK1 will be used.
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For dual homed sites, with rack locality off, traffic downstream will not cross the IRL as seen in the picture below.
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Nevertheless, if there is a link failure, IRL will be used as seen on the picture below. Half of the traffic from core will hit the IRL.
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If we want to protect against a link failure for dual homed sites we need to consider the impact on IRL. A rule of thumb would be to protect against an access line card failure so we will need N (ports used in the card for dual homed) x 10GE/2 Gbps. This will protect for a LC failure at the same time on each rack (a failure on rack0, will increase IRL usage rack0 rack1 and viceversa).
If sites are dual homed with two links per rack, a LC failure will not provoke IRL traffic. It is needed though to split the two links between two LCs to avoid simultaneous failure.
If we have dual homed with M links to each rack, a failure of two links on the same rack will provoke to have scenario as described below for the M+N scenario. It is assumed we have a single link per LC so this scenario will not be considered as failure.
Anyhow, some customer have sites connected with M+N with M<>N and difference >= 2. To achieve better load balancing, we need to disable rack-locality, otherwise we are limited to the lower between N and M x link BW/2 for each rack to protect for rack failure. For example if we have Rack 0 M=3 and Rack 1 N=1 with 10GE links, each rack can only get 5Gbps to protect for Rack N=1 failure, thus the rack with M=3 is underutilized as each link will have 5Gbps/3 links traffic. Without rack locality, traffic to each rack can be (N+M-1)/2 to protect against link/LC failure on the N=1 rack (note we are not protected against rack failure on this case as we are disabling locality to have links fully utilized).
In steady state, if M is in RACK0 and N in RACK1, IRL RACK0 RACK1 will be T/2 (each rack gets half) * N/(N+M). For IRL RACK1RACK0 it will be T/2 (each rack gets half) * M/(N+M). T is the total traffic from core destined to the CE ((N+M-1) x 10GE). For xample, for M=3 and N=1 as seen in the picture below T will be 30Gbps to allow for the loss of one link.
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With LC/Link failure on Rack1 N=1, there is only traffic on rack1Rack0 direction of value T/2
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Best design option is to split the M ports among different LCs on rack 0 and to have also N=1 ports from different CEs/sites split among LCs. This way, a LC failure on rack 1 will not provoke a big increase of IRL traffic Rack1Rack0 due to all sites losing connectivity to Rack1 at the same time.
INTRACLUSTER TRAFFIC
Traffic going from a site connected to RACK0 to a site connected to RACK1 and viceversa will only cross the IRL in two cases:
· Destination site is single homed to a given rack and source site is single homed to the other rack or source site is dual homed (as link(s) connecting to the rack not used by destination site will also carry traffic, it will have to cross the IRL). Locality in this case does not matter as destination site is single homed (ie. no bundle).
· Destination site is dual homed and locality is on. In this case, traffic from any source site will be load balanced across the IRL.

Note that downstream + intracluster traffic for a given link cannot go over link capacity (in case of single homed) or bundle capacity considering HA requirements (link or rack failure).

Example
Let us consider a nv edge of 2xASR9010 with 4x100GE core facing per rack (2x100GE to each P core) and 3 36x10GE cards per rack. Core links will run at 50% to allow for rack redundancy. Core to access (Downstream) BW used is 80% and intra-cluster is 20%. Locality is ON and no failure conditions accur. Number of sites of each kind will be:

	Single homed R0
	20

	Single homed R1
	10

	Dual homed  1 link each
	15

	Dual homed 2 Links each
	10

	Dual homed 3 links R0, 1 R1
	8

	Dual homed 3 links R1, 1 R0
	6



This sites will need 85x10GE on Rack0 and 71x10GE on Rack 1.
Running the spreadsheet with these data show that around 200Gbps IRL are required.
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If we turn off locality for the asymmetric links to allow for better load balancing, IRL needs increase a lot (to 340GE) as traffic from core to these sites will be load balanced across the member links crossing IRL.
[image: ]
If we also take into account link failure scenario, dividing sites of each type among the 3 access cards to avoid for massive IRL usage when LC fails we see that it also increases a little bit IRL needs to 360GE.
[image: ]
Finally, let us consider a scenario with optimum dual homed sites (single and dual member link) and locality on. With the same number of access links, we can see that needs for IRL go down dramatically to 160GE.
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