Troubleshooting Inaccurate or Missing Data within Cisco Unified Web and E-Mail Interaction Manager Reports
Within Cisco Unified Web and E-Mail Interaction Manager reports are populated by two stored procedures that run against the eGActiveDB within SQL Server.  These procedures must run and complete successfully for reporting within CIM to function properly and be accurate.
If these jobs do not run or for some reason are not enabled the result would be that reporting data is not populated within CIM reports and/or is inaccurate.

CIM Report Summary Jobs:
The following shows where to find the jobs that summarize CIM reporting data. 
populatesmy_eGActiveDB & populatesssmysessionANDarticle_eGActiveDB
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*** By default, these jobs are scheduled to run every 30 minutes.


Example of Steps within summary job(s):
Within these jobs are ‘steps’ that each call upon a separate stored procedure that is contained within the CIM database, each summarizes a different piece of data or activity.  An example of the steps contained in one of the jobs;
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Troubleshooting :
This document addresses the first steps to troubleshoot a complaint that CIM reports are returning blank results (all zeros) or show incorrect values.

Step 1 – Verify SQL Server Agent service is started / running.  SQL jobs will not execute if SQL Server Agent Service is stopped.  From a RUN prompt type services.msc and scroll down to ‘SQL Server Agent  (MSSQLSERVER)’ to verify this.
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Step 2 – Verify that the 2 jobs required for reporting are ‘Enabled”.  Drill down to the job in question via SQL Server Management studio.  Right click the job and select ‘Properties’.  Within the Job Properties dialog box that appears there is a check box to enable the job, this MUST be checked.  If this is not checked enable the job and click OK.  Once done you can right click and start the job to verify that it runs and completes.
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Step 3 – Verify that jobs are scheduled to run every 30 minutes and that there are no steps that are failing within the jobs.
Within Object Explorer window Expand the list tree to the following;
· "SQL Server Agent=>jobs"
· Right click "Populatesmy_eGActiveDB" and select view history 
· Log File Viewer will open in a new window and you will see a list of past jobs run.
· Expand the + sign at the left of each job to see a list of the steps that ran within each job.
· Click the "Export" option at the top of the page and you will be prompted to save the log for this history
· Repeat the same with the populatesssmysessionANDarticle_eGActiveDB job.
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Step 4 - There may be an issue where the jobs within SQL Server Management Studio appear to have completed but the data still does not appear to be correct.  This may result when a step within the job has not properly completed. A way to know if this is the case and that all the steps within these jobs are successful is by running the following SQL querys.  These queries  will show us if there are any reported errors during the run of the summary processes (i.e. Jobs).

	QUERY
	DEFINITION

	select * from egpl_rpt_job_errorlog
	This table is used to log the errors encountered while running the summary jobs.

	select * from egplr_scheduled_task_status
	This table is used to store the last run status and date time, and last event ID until summarization has been completed by different summary jobs.



SQL Query against egpl_rpt_job_errorlog:
Results of the query against the egpl_rpt_job_errorlog table that may alert us to a potential issue with the summary of jobs is if the duration of the steps run show 0 'msecs'.
An example of the results when the jobs are successful..
	JOB_SP_NAME
	WHEN_OCCURED
	ERROR_MSG

	101
	2009-09-18 00:04:00.807
	INFO: Rows Splitted => 4027  Duration Taken => 326 msecs.

	101
	2009-09-19 00:04:01.033
	INFO: Rows Splitted => 3718  Duration Taken => 310 msecs.

	101
	2009-09-20 00:04:01.160
	INFO: Rows Splitted => 274  Duration Taken => 33 msecs.

	101
	2009-09-21 00:04:01.140
	INFO: Rows Splitted => 4352  Duration Taken => 1140 msecs.

	101
	2009-09-23 00:04:01.297
	INFO: Rows Splitted => 4179  Duration Taken => 466 msecs.

	101
	2009-10-02 00:04:00.490
	INFO: Rows Splitted => 3241  Duration Taken => 266 msecs.



An example of the results that tell us that there * might* be an issue with the jobs… 
	JOB_SP_NAME
	WHEN_OCCURED
	ERROR_MSG

	101
	2009-09-18 00:04:00.807
	INFO: Rows Splitted => 0, Duration Taken => 0 msecs.

	101
	2009-09-19 00:04:01.033
	INFO: Rows Splitted => 0, Duration Taken => 0 msecs.

	101
	2009-09-20 00:04:01.160
	INFO: Rows Splitted => 0, Duration Taken => 0 msecs.

	101
	2009-09-21 00:04:01.140
	INFO: Rows Splitted => 0, Duration Taken => 0 msecs.

	101
	2009-09-23 00:04:01.297
	INFO: Rows Splitted => 0, Duration Taken => 0 msecs.

	101
	2009-10-02 00:04:00.490
	INFO: Rows Splitted => 0, Duration Taken => 0 msecs.



The fact that the job / steps took 0 milliseconds to complete could possibly indicate that no data was summarized.
SQL Query against egplr_scheduled_task_status:
A query against this table will show the status of each step within the job(s) and the last date/time that they were run successfully.  If any of these steps (stored procedures) are 'stuck' in an "EXECUTING" status this would cause the data to be incorrect in CIM reports as all the necessary summary data may not be available to the report.
The following is an example of the query results for the following query;
Select * from egplr_scheduled_task_status
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As you can see from the above output, in this example there are 5 steps that have not completed properly and are stuck in an ‘EXECUTING’ status.  If the job had previously been reported to have run successfully in the history of the job within SQL that we checked earlier in this  doc, yet the reports are still not correct, this may be the reason.
The steps to to update the status of the jobs that are in an ‘EXECUTING’ STATUS:
Step 1 - Disable the scheduled Jobs that summarize the report data;
Populatesmy_eGActiveDB & Populatesmysessionandarticle_eGActiveDB.
Step 2 - Manually modify the LASTRUN_STATUS for the stuck Job steps from ‘EXECUTING’ to ‘DONE’.  To do this use one of the following queries substituting the Script_ID of the item that is stuck in ‘EXECUTING’ status from the above query where I have noted ‘###’ below.
To correct the status of only one script at a time:
Update egplr_scheduled_task_status set LASTRUN_STATUS = 'DONE' where SCRIPT_ID = ####

To correct the status of several scripts at one time:
Update egplr_scheduled_task_status set LASTRUN_STATUS = 'DONE' where SCRIPT_ID in (####,####,####,####,####) 
Step 3 - Manually run the Job steps which were previously in a stuck state.
 
Step 4 - Re-enable the scheduled Jobs so that report data will be automatically updated again in the future based on the 30 minute scheduled run of these jobs.
To continue with the above example the query used to correct the status’ of the 5 jobs listed would be;
Update egplr_scheduled_task_status set LASTRUN_STATUS = 'DONE' where SCRIPT_ID in (1,10,20,21,22) 
The result within SQL Server to the above will simply be.. 
“(5 row(s) affected)”
Select * from egplr_scheduled_task_status will now display all jobs as ‘DONE’.
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Once you have followed all the steps within this doc verify that CIM reports are now showing data and that the data contained is correct.
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