Problem description
Active/Standby Failover not functioning anymore.
After restarting either one of the two units in the failover configuration, the already active unit becomes totally unavailable.
In this state the unit cannot be reached (neither directly by SSH nor from within the chassis via the ‘session slot…’ and ‘telnet 127.0.0.X’ commands) and is carrying no traffic.

(We’ve noticed this problem before when configuring Multicast on the FWSM. After removal of the MC configuration all seemed to work fine, but now we have the same problem back again.)

Configuration

· two FWSM modules in active/standby failover

· two Cat6500 chassis, each containing one FWSM, and two Supervisor Engine 720 in RPR+
· software version FWSMs: version 3.1.3

· software version Supervisor Engine 720s: s72033-advipservicesk9_wan-mz.122-18.SXF4.bin
· Chassis interconnected by two times 10Gb/s trunks, both carrying statelink and failover over separate VLANs
The ‘show failover’ command on the active unit shows that the starting unit does a ‘Sync Config’, a ‘Bulk Sync’, and then the active unit fails. On the new active unit the former active unit gets reported as ‘Failed’.
f01/sec/act# sh fail

Failover On

Failover unit Secondary

Failover LAN Interface: fover-int Vlan 405 (up)

Unit Poll frequency 15 seconds, holdtime 45 seconds

Interface Poll frequency 15 seconds

Interface Policy 50%

Monitored Interfaces 0 of 250 maximum

Config sync: active

Version: Ours 3.1(3), Mate 3.1(3)

Last Failover at: 14:48:17 MET Apr 20 2007
        This host: Secondary - Active 

                Active time: 241755 (sec)
                Interface outside (XXX.YYY.178.1): Normal (Not-Monitored)

                Interface inside (AAA.BBB.215.1): Normal (Not-Monitored)

                Interface homewurks (AAA.BBB.216.1): Normal (Not-Monitored)

                Interface dmz-vpn (AAA.BBB.248.1): Normal (Not-Monitored)

                Interface dmz-mail (AAA.BBB.248.97): Normal (Not-Monitored)

                Interface dmz-dns (AAA.BBB.248.129): Normal (Not-Monitored)

                Interface man-vpn (AAA.BBB.244.1): Normal (Not-Monitored)

                Interface man-dns (AAA.BBB.249.129): Normal (Not-Monitored)

        Other host: Primary - Failed 

                Active time: 9260505 (sec)
                Interface outside (XXX.YYY.178.2): Unknown (Not-Monitored)

                Interface inside (AAA.BBB.215.2): Unknown (Not-Monitored)

                Interface homewurks (AAA.BBB.216.2): Unknown (Not-Monitored)

                Interface dmz-vpn (AAA.BBB.248.2): Unknown (Not-Monitored)

                Interface dmz-mail (AAA.BBB.248.98): Unknown (Not-Monitored)

                Interface dmz-dns (AAA.BBB.248.130): Unknown (Not-Monitored)

                Interface man-vpn (AAA.BBB.244.2): Unknown (Not-Monitored)

                Interface man-dns (AAA.BBB.249.130): Unknown (Not-Monitored)

Stateful Failover Logical Update Statistics

        Link : state-link Vlan 400 (up)

        Stateful Obj    xmit       xerr       rcv        rerr

        General         3          0          18853      0

        sys cmd         3          0          0          0

        up time         0          0          0          0

        RPC services    0          0          0          0

        TCP conn        0          0          14950      0

        UDP conn        0          0          3844       0

        ARP tbl         0          0          59         0

        Xlate_Timeout   0          0          0          0

        Logical Update Queue Information

                        Cur     Max     Total

        Recv Q:         0       1       7

        Xmit Q:         0       0       3
The output of a “show module” command on the supervisor containing the failing FWSM does not show any problems:

primary01#sh mod

Mod Ports Card Type                              Model              Serial No.

--- ----- -------------------------------------- ------------------ -----------

  1    6  Firewall Module                        WS-SVC-FWM-1       SAD0637022V

  3    4  CEF720 4 port 10-Gigabit Ethernet      WS-X6704-10GE      SAD085009D9

  4   16  SFM-capable 16 port 1000mb GBIC        WS-X6516A-GBIC     SAL09030TG6

  5    2  Supervisor Engine 720 (Active)         WS-SUP720-3B       SAD090401CN

  6    2  Supervisor Engine 720 (Warm)           WS-SUP720-3B       SAD090401DM

  9    2  IPSec VPN Accelerator                  WS-SVC-IPSEC-1     SAD0724010W

Mod MAC addresses                       Hw    Fw           Sw           Status

--- ---------------------------------- ------ ------------ ------------ -------

  1  0030.f271.ddd7 to 0030.f271.ddde   1.1   7.2(1)       3.1(3)       Ok

  3  0012.7ff6.88b0 to 0012.7ff6.88b3   2.0   12.2(14r)S5  12.2(18)SXF4 Ok

  4  0013.199d.1f58 to 0013.199d.1f67   4.1   7.2(1)       8.5(0.46)RFW Ok

  5  0011.21a1.7d94 to 0011.21a1.7d97   4.1   8.1(3)       12.2(18)SXF4 Ok

  6  0011.21a1.7de0 to 0011.21a1.7de3   4.1   8.1(3)       12.2(18)SXF4 Ok

  9  000d.29db.0e28 to 000d.29db.0e2b   1.2   7.2(1)       8.5(0.46)RFW Ok

Mod  Sub-Module                  Model              Serial       Hw     Status

---- --------------------------- ------------------ ----------- ------- -------

  3  Centralized Forwarding Card WS-F6700-CFC       SAD0904082U  2.0    Ok

  5  Policy Feature Card 3       WS-F6K-PFC3B       SAD0904010W  1.1    Ok

  5  MSFC3 Daughterboard         WS-SUP720          SAD0903029E  2.2    Ok

  6  Policy Feature Card 3       WS-F6K-PFC3B       SAD090402S5  1.1    Ok

  6  MSFC3 Daughterboard         WS-SUP720          SAD090301V1  2.2    Ok

Mod  Online Diag Status

---- -------------------

  1  Pass

  3  Pass

  4  Pass

  5  Pass

  6  Pass

  9  Pass
Logging on the active FWSM shows:

f01/sec/act# sh logg

Syslog logging: enabled

    Facility: 23

    Timestamp logging: enabled

    Standby logging: disabled

    Deny Conn when Queue Full: disabled

    Console logging: disabled

    Monitor logging: disabled

    Buffer logging: level critical, 116 messages logged

    Trap logging: level errors, facility 23, 7023346 messages logged

        Logging to inside 10.110.250.110

    History logging: level errors, 7023346 messages logged

    Device ID: disabled

    Mail logging: disabled

    ASDM logging: disabled

Apr 20 2007 14:47:27: %FWSM-1-709006: (Secondary) End Configuration Replication (STB)

Apr 20 2007 14:48:17: %FWSM-1-103001: (Secondary) No response from other firewall (reason code = 1).

Apr 20 2007 14:48:17: %FWSM-1-104001: (Secondary) Switching to ACTIVE - HELLO not heard from mate.
