Disabling Port Aggregation Protocol

In certain situations, the Port Aggregation Protocol (PAgP) can create "unexplainable STP

delays" after link initialization. By default, current implementations of EtherChannelcapable

ports reserve the first 15–20 seconds after link initialization for PAgP negotiations.
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As is discussed in Chapter 8, "Trunking Technologies and Applications," PAgP is a protocol

that assists in correctly configuring bundles of Fast and Gigabit Ethernet links that act as

one large EtherChannel pipe. PAgP defaults to a mode called the auto state where it looks

for other EtherChannel-capable ports. While this process is occurring, STP is not aware

that the link is even active. This condition can be observed with show commands. For

example, show port displays a connected status for Port 1/1 immediately after it has been

connected as a trunk link (see Example 7-17).

Example 7-17. show port Output Immediately After Port 1/1 Is Connected

Cat-D (enable) show port

Port Name Status Vlan Level Duplex Speed Type

----- ------------------ ---------- ---------- ------ ------ ----- ------------

1/1 connected trunk normal a-half a-100 10/100BaseTX

1/2 notconnect trunk normal a-half a-100 10/100BaseTX

3/1 notconnect 1 normal half 10 10BaseT

3/2 notconnect 1 normal half 10 10BaseT

However, if show spantree is issued at the same time, it still displays the port as notconnected

as demonstrated in Example 7-18.

Example 7-18. show spantree Output Immediately After Port 1/1 is Connected

Cat-D (enable) show spantree 1

VLAN 1

Spanning tree enabled

Spanning tree type ieee

Designated Root 00-90-92-16-28-00

Designated Root Priority 100

Designated Root Cost 19

Designated Root Port 1/1

Root Max Age 20 sec Hello Time 2 sec Forward Delay 15 sec

Bridge ID MAC ADDR 00-90-92-bf-70-00

Bridge ID Priority 32768

Bridge Max Age 20 sec Hello Time 2 sec Forward Delay 15 sec

Port Vlan Port-State Cost Priority Fast-Start Group-method

--------- ---- ------------- ----- -------- ---------- ------------

1/1 1 non-connected 19 32 disabled

1/2 1 forwarding 19 32 disabled

3/1 1 not-connected 100 32 disabled

3/2 1 not-connected 100 32 disabled

After approximately 15–20 seconds, PAgP releases the port for use by the rest of the box.

At this point, the port enters Listening, Learning, and then Forwarding. In short, because

of PAgP, the port took 50 seconds instead of 30 seconds to become active.

Therefore, you should carefully consider the impact of PAgP in your campus

implementations. First, it is advisable to use the desirable channeling state for links

where an EtherChannel bundle is desired. Specifically, you should avoid using the on state
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because it hard-codes the links into a bundle and disables PAgP's capability to intelligently

monitor the bundle. For example, all STP BPDUs are sent over a single link of the

EtherChannel. If this one link fails, the entire bundle can be declared down if PAgP is not

running in the auto or desirable states.

Tip

When using EtherChannel, code the ports to the desirable channeling state. Do

not use the on state because it disables PAgP's capability to handle Spanning Tree

failover situations.

However, in cases where EtherChannel is not in use, disabling PAgP can improve Spanning

Tree performance dramatically. In general, campus networks benefit from disabling PAgP

in three situations:

• End-Station Ports

• Servers using fault-tolerant NICs that toggle link state during failover

• Testing

End-stations can benefit from disabling PAgP on their switching ports. This can be

especially noticeable when used in conjunction with PortFast. Even with PortFast enabled,

EtherChannel-capable ports still require almost 20 seconds for activation because PAgP

hides the port activation from STP. By disabling PAgP with the set port

channelmod_num/port_numoff command, this 20-second delay can be almost

eliminated, allowing PortFast to function as expected.

Fault-tolerant server NICs that toggle link state during failover can also benefit from a

similar performance improvement (however, most fault-tolerant NICs do not toggle link).

Otherwise, the PAgP delay needlessly interrupts server traffic for almost 20 seconds.

Finally, you should consider disabling PAgP on non-channel ports when performing STP

performance. Otherwise, the 20-second PAgP delay can skew your results.

Tip

You might want to disable PAgP on EtherChannel-capable end-station and faulttolerant

server ports. This can also be useful when testing STP performance.

The good news is that this should not affect trunk link failover performance in production

in most situations. For example, assume that Cat-D is using Port 1/1 and Port 1/2 as

uplinks. If Port 1/1 fails, failover can start immediately because both links have been active
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for some time and are therefore past the initial PAgP lockout period. On the other hand,

if Port 1/2 was acting as a cold standby and not connected when Port 1/1 failed, that is a

different matter. In this case, you need to walk up and physically plug in Port 1/2 and PAgP

does add to the STP failover time.
